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Abstract—Fuzzing is a technique of finding bugs by executing
a target program recurrently with a large number of abnormal
inputs. Most of the coverage-based fuzzers consider all parts
of a program equally and pay too much attention to how to
improve the code coverage. It is inefficient as the vulnerable
code only takes a tiny fraction of the entire code. In this article,
we design and implement an evolutionary fuzzing framework
called V-Fuzz, which aims to find bugs efficiently and quickly
in limited time for binary programs. V-Fuzz consists of two
main components: 1) a vulnerability prediction model and 2) a
vulnerability-oriented evolutionary fuzzer. Given a binary program
to V-Fuzz, the vulnerability prediction model will give a prior
estimation on which parts of a program are more likely to be
vulnerable. Then, the fuzzer leverages an evolutionary algorithm
to generate inputs which are more likely to arrive at the vulner-
able locations, guided by the vulnerability prediction result. The
experimental results demonstrate that V-Fuzz can find bugs effi-
ciently with the assistance of vulnerability prediction. Moreover,
V-Fuzz has discovered ten common vulnerabilities and exposures
(CVEs), and three of them are newly discovered.

Index Terms—Fuzz testing, graph embedding, vulnerability
prediction.

I. INTRODUCTION

FUZZING is an automated vulnerability discovery tech-
nique by feeding manipulated random or abnormal inputs
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to a target program [1]. With the rapid improvement of com-
puter performance, fuzzing has been widely used by industrial
software vendors, such as Google [2] and Microsoft [3] for
detecting bugs in software. However, the efficiency of fuzzing
is still badly in need of being improved, especially when
detecting bugs in relatively limited time.

How to improve the effectiveness of fuzzing is a popular
research field. One of the most important research directions
is coverage-based fuzzing which is focused on how to improve
the code coverage of the target application. The intuitions of
coverage-based fuzzers can be summarized as, if a fuzzer can
cover more paths/branches of the target program, it means the
program is tested more thoroughly and has a higher probability
of finding vulnerabilities. Nevertheless, it is not appropriate to
treat all components of the target program equally when aim-
ing at finding bugs efficiently in limited time. The reasons are
as follows. First, the vulnerable code usually takes a tiny frac-
tion of the entire code. For instance, Shin and Williams [4]
found that only 3% of the source code files in Mozilla Firefox
are vulnerable. Although a coverage-based fuzzer can improve
the coverage, most of the improved coverage may not be help-
ful in finding bugs. Second, there are still many difficulties in
achieving relatively high coverage. For most of the mutation-
based fuzzers, it is difficult for them to generate valid inputs
which can reach paths that are relatively complicated, for
example, a path contains magic bytes. For hybrid fuzzers [5],
which utilize symbolic execution to generate test cases that
can satisfy path constraints, they usually face the path explo-
sion problems when fuzzing the real-world programs. Third, in
practice, especially in industrial scenarios, the time for fuzzing
is usually limited. Therefore, it is crucial to seek a balance
between efficiently detecting bugs and exploring more paths.
When fuzzing time is limited, fuzzers should prioritize the sus-
piciously vulnerable components of the target program instead
of blindly persuing high coverage.

Based on the above motivation, we propose V-Fuzz, which
aims to find bugs quickly in limited time. In particular, V-Fuzz
is a binary-oriented fuzzing framework that can test a target
program without its source code. Note that binary-oriented
fuzzing is significant in practice, as the source code of a
program (e.g., commercial software) is not always available.
Nevertheless, most existing fuzzers [6]–[13] need the source
code and the binary-oriented fuzzers are few [14]–[16]. One
type of binary-oriented fuzzing is black-box fuzzing [14],
which does not need knowledge of the target program.
Nevertheless, it is usually inefficient. The other type is
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gray-box fuzzing [15], [16], which generally conducts analy-
sis on the transformed binaries (e.g., disassembled binaries) to
guide the fuzzing process and thus is more efficient. However,
most existing gray-box binary-oriented fuzzers [15], [16] are
coverage-based, which do not pay enough attention to the vul-
nerable code. To improve the efficiency in discovering bugs for
binary programs assisted by vulnerability prediction, V-Fuzz
leverages an evolutionary algorithm to generate inputs that
tend to arrive at the vulnerable code of a target program. It
needs to be emphasized that V-Fuzz is neither coverage-based
nor directed. V-Fuzz is different from most coverage-based
fuzzers which regard all codes equally since it pays more
attention to the code which has a higher probability to be vul-
nerable. From this perspective, V-Fuzz is designed more like a
“weighted coverage-based” fuzzer. In addition, unlike directed
fuzzers [10], [12], which generate inputs with the objective
of reaching a given set of target program locations, V-Fuzz
gives relatively small weights to other code which are unlikely
to be vulnerable. This is because the vulnerability prediction
model may not always be accurate and the components that
are predicted to be safe may still be vulnerable. Therefore,
V-Fuzz leverages the advantages of vulnerability prediction
and fuzzing, and meanwhile, reduces the disadvantages of
them.

In summary, our contributions are the following.
1) We propose V-Fuzz, a fuzzing framework that combines

vulnerability prediction with evolutionary fuzzing.
2) We design and implement a vulnerability prediction

model based on graph neural networks. The model is
able to predict the vulnerable probability (VP) of each
function of a target binary program.

3) To examine the performance of V-Fuzz, we con-
duct extensive evaluations leveraging ten popular Linux
applications and three programs of the popular fuzzing
benchmark LAVA-M [17]. The results demonstrate that
V-Fuzz is efficient in discovering bugs for binary pro-
grams. Moreover, we discovered ten common vulnera-
bilities and exposures (CVEs) by V-Fuzz, among which,
three were newly discovered. We reported the new
CVEs, and they have been confirmed and fixed.

II. V-FUZZ: SYSTEM OVERVIEW

In this section, we introduce the main components and
workflow of V-Fuzz. Fig. 1 shows the architecture of V-Fuzz,
which consists of two main components: 1) a neural network-
based vulnerability prediction model and 2) a vulnerability-
oriented evolutionary fuzzer.

Vulnerability Prediction Model: This component is to give
a prior static analysis on the target program to find which
components are more likely to be vulnerable. There are two
main approaches for vulnerability prediction. One is using
traditional static vulnerability detection methods. The other
is leveraging machine-learning or deep-learning techniques.
Among the two approaches, we choose to use deep learning
to build the vulnerability prediction model due to the following
reasons. First, most of the traditional static analysis methods

Fig. 1. Architecture of V-Fuzz.

use pattern-based approaches to detect vulnerabilities. The pat-
terns are manually defined by security experts. This procedure
is difficult, tedious, and time consuming. Although there
exist many static analysis tools, such as flawfinder [18] and
RATS [19], these tools are used to detect vulnerabilities on
source code. As in this article, we mainly focus on detecting
vulnerabilities of binary programs. Therefore, these tools are
not suitable for us. Second, deep learning has been success-
fully applied not only in the traditional fields, such as image
classification [20], object detection [21], natural language pro-
cessing [22], and recommendation system [23] but also in the
fields of software security [24]–[28]. In these applications,
deep learning has several advantages when compared with
pattern-based methods: 1) deep-learning methods do not need
experts to define the features or patterns, which can reduce
lots of overhead; 2) even for the same type of vulnerabilities,
it is hard to define an accurate pattern that can describe all
forms of it; and 3) pattern-based methods usually can only
detect one specific type of vulnerability while deep learning
methods have been proven to be able to detect several types
of vulnerabilities simultaneously [28]. Therefore, we choose
to leverage deep-learning methods to build our vulnerability
prediction model. Moreover, it is worth noting that there has
been no such approach that leverages deep learning to detect
or predict vulnerabilities for binary programs to the best of
our knowledge.

Specifically, we design the vulnerability prediction model
based on a graph embedding network. In this model, we regard
each function of a binary program as a graph and the model
will output the VP of it. The prediction results will be used to
assist a fuzzer in discovering bugs. The details of this model
are presented in Section III.

Vulnerability-Oriented Evolutionary Fuzzer: Based on the
previous vulnerability prediction result, the fuzzer will assign
more weight to the functions that have higher vulnerable prob-
abilities. The process is as follows: for each function of the
binary program with a VP, V-Fuzz will give each basic block
in the function of a static vulnerable score (SVS), which rep-
resents the importance of a basic block. The detailed scoring
method is described in Section IV. Then, V-Fuzz starts to
test the program with some initial inputs provided by users.
It implements an evolutionary algorithm to generate proper
inputs. For each executed input, V-Fuzz gives a fitness score
for it, which is the sum of the SVS of all basic blocks that
are on its execution path. Then, the inputs that have higher
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Fig. 2. Workflow of data preprocessing.

fitness scores or cause crashes will be selected as new seed
inputs. Afterward, new inputs will be continuously generated
by mutating the selected seed inputs. In this way, V-Fuzz
tends to generate inputs that are more likely to arrive at the
vulnerable regions.

III. VULNERABILITY PREDICTION

A. Problem Formalization

In this section, we formalize the vulnerability prediction
problem. We denote the vulnerability prediction model as M.
Given a binary program p̂, suppose it has τ functions F =
{f1, f2, . . . , fτ }. For any function fi ∈ F, it is an input of M,
and the corresponding output VPfi denotes the VP of fi, that is

VPfi = M(fi). (1)

In the following, we will explain the details of the model M
from three aspects: 1) the representation of input data; 2) the
model structure; and 3) how to train and use the model.

B. Data Preprocessing

As discussed in Section II, to build and train M, we should
seek a method to transform binary program functions into
numerical vectors. Moreover, the vectors should be able to
carry enough information for future training. Toward this, we
choose to use the attributed control flow graph (ACFG) [29]
to represent a binary function.

ACFG is a directed graph g = <V, E, φ>, where V is
the set of vertices, E is the set of edges, and φ is a map-
ping function. In ACFG, a vertex represents a basic block, an
edge represents the connection between two basic blocks, and
φ : V → ∑

maps a basic block in g to a set of attributes
∑

.
As we know, it is common to use control flow graph (CFG)

to find bugs [30], [31]. However, CFG is not a numerical vec-
tor, which means it cannot be used to train a deep learning
model directly. Fortunately, ACFG is another form of CFG by
describing CFG with a number of basic block-level attributes.
In ACFG, each basic block is represented by a numerical vec-
tor, where each dimension of the vector denotes the value of
a specific attribute. In this way, the entire binary function can
be represented as a set of vectors. Therefore, ACFG is suitable
for our requirements to represent a binary function.

Now, we show how to vectorize a binary program. Fig. 2
shows the workflow of data preprocessing. First, we disassem-
ble the binary program to obtain the CFGs of its functions.
Then, we extract attributes for basic blocks and transform
each basic block into a numerical vector. The attributes are
used to characterize a basic block, and they can be statistical,

TABLE I
USED ATTRIBUTES OF A BASIC BLOCK

semantic, and structural. Here, we only extract the statisti-
cal attributes for the following reasons. The first reason is
for efficiency. As indicated in [29], the cost of extracting
semantic features such as I/O pairs of basic blocks is too
expensive. Second, the graph embedding network can learn the
structural attributes automatically. We extract 255 attributes in
total. Table I shows some examples of all the 255 attributes,
and all the instruction type-related attributes can be found
in [32, Sec. 5.1]. There are mainly three kinds of attributes:
1) instruction-related attributes; 2) operand-related attributes;
and 3) string-related attributes. Then, each basic block can be
represented by a 255-D vector, and the binary program now
is represented by a set of 255-D vectors.

C. Model Structure

Based on the discussion in Section II, we choose to adapt
a graph embedding network [27], [33] as the core of our vul-
nerability prediction model. First, we give a brief introduction
to the graph embedding network. Then, we detail the design
of our model.

Graph embedding is an efficient approach to solve graph-
related problems [34], [35] such as node classification. It
transforms a graph into an embedding vector that contains
sufficient information of the graph for solving correspond-
ing problems. In our scenario, the embedding vectors of a
binary function should be able to contain sufficient features
for vulnerability prediction. In addition, graph embedding can
be considered as a mapping λ, which maps a function’s ACFG
g into a vector λ(g).

We use a neural network to approximate the mapping λ, and
train the model with vulnerable and secure binary functions
to enable the graph embedding network to learn the features
related to vulnerabilities. As the vulnerability prediction model
is required to output the VP of a binary function, we com-
bine the graph embedding network with a pooling layer and
a softmax layer. The pooling layer transforms the embedding
vector into a 2-D vector Z, and the softmax-layer maps the 2-D
vector Z of arbitrary real values into another 2-D vector Q,
where the value of each dimension is in the range [0, 1]. The
first dimension represents the VP, which is represented by p.
The second dimension represents the secure probability, and
naturally, the value is 1 − p. The entire model is trained by
labeled data end to end, and the parameters of the model can
be learned by minimizing a loss function.

Authorized licensed use limited to: Zhejiang University. Downloaded on October 31,2020 at 08:41:11 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

4 IEEE TRANSACTIONS ON CYBERNETICS

(a) (b)

Fig. 3. Structure of the vulnerability prediction model. Fig. 3(a) shows the overview of the graph embedding network. Fig. 3(b) shows the structure of the
neural network σ in one iteration t. For the ACFG of an example binary function in Fig. 3(a), in the first iteration, the embedding vector of the basic block
is calculated by the following equations: μ

(1)
1 = F(W1x1), μ

(1)
2 = F(W1x2 + σ((μ1)(0))), and μ

(1)
3 = F(W1x3 + σ((μ1)(0) + (μ2)(0))), which explains the

link relationship in this figure. (a) Overview of the graph embedding network. (b) Structure of the neural network σ .

TABLE II
NOTATIONS

Below is the formalization of the model. Table II shows
all the notations related to the model, and Fig. 3 presents the
structure of the model. The input of the model is the ACFG
g of a binary program function, g = <V, E, φ>. Each basic
block v ∈ V in ACFG has an attribute vector xv which can be
constructed according to all selected attributes. The number of
attributes for each basic block is a. Thus, xv is an a-D vector.
For each basic block v, the graph embedding network com-
putes an embedding vector μv, which combines the topology
information of the graph. The dimension of the embedding
vector μv is d. Let Nv be the set of neighboring vertices of
v. Since ACFG is a directed graph, Nv can be considered as
the set of precursor vertices of v. Then, the embedding vec-
tor μv can be computed by μv = F(xv,

∑
j∈Nv

(μj)), where
F is a nonlinear function that can be tanh, sigmoid, etc. The
embedding vector μv is computed for T iterations. For each
iteration t, the temp embedding vector can be obtain by equa-
tion μ

(t)
v = F(W1xv +σ(

∑
j∈Nv

(μj)
(t−1))), where xv is an a×1

vector and W1 is a d × a matrix. The initial embedding vec-
tor μ

(0)
v is set to zero. After T iterations, ∀v ∈ V , we obtain

the final graph embedding vector μ
(T)
v . As shown in Fig. 3(b),

σ is an n-layer fully connected neural network with param-
eters P = {P1, P2, . . . , Pn}. Each layer of σ has d neurons.
Let ReLU(·) = max{0, ·} be a rectified linear unit. We have
σ(x) = P1×ReLU(P2×· · · ReLU(Pnx)). After T iterations, we
can obtain the final graph embedding vector μ

(T)
v for each ver-

tex v ∈ V . Then, the graph embedding vector μg of the ACFG
g can be represented by the summation of the embedding
vector of each basic block, that is, μg = W2(

∑
v∈V(μ

(T)
v )),

where W2 is a d × d matrix. To compute the VP of the func-
tion, we map the graph embedding vector into a 2-D vector
Z = {z0, z1}, that is

Z = W3μg (2)

where W3 is a 2×d matrix. Then, we use a softmax function to
map the values of Z into the vector Q = {p, 1 − p}, p ∈ [0, 1],
that is

Q = Softmax(Z). (3)

The value of p is the output of the model, which represents
the VP of the binary program function g.

D. Train and Use the Model

In order to predict the VP, the model needs to be trained with
labeled data, where the label is either “vulnerable” or “secure.”
For the ACFG g of a function, the label l of g is 0 or 1, where
l = 1 means the function has at least one vulnerability, and
l = 0 means the function is secure.

The model’s training process is similar to a classifica-
tion model. Then, the parameters of M can be learned by
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Fig. 4. Overview of vulnerability-oriented fuzzing module of V-Fuzz.
DBI: dynamic binary instrumentation; SVS: static vulnerable score; and VP:
vulnerable probability.

optimizing the following equation:

min
W1,W2,W3,P1,P2,...,Pn

m∑

i=1

(H(Q, l)) (4)

where m is the number of training data and H is a cross-
entropy loss function. We optimize (4) with a stochastic
gradient descent (SGD) method. Although the model’s train-
ing process is similar to training a classification model, when
using the model, the classification result that whether a binary
function is vulnerable or not is too coarse grained and not
suitable for the subsequent fuzzing. Therefore, we choose to
use VP p as the output of the model.

IV. VULNERABILITY-ORIENTED FUZZING

Based on the result from the prediction model, the
vulnerability-oriented fuzzer will pay more attention to the
functions with higher vulnerable probabilities. Fig. 4 shows
the workflow of vulnerability-oriented fuzzing, where V-Fuzz
leverages an evolutionary algorithm to generate inputs that
tend to arrive at the vulnerable components. Specifically, for
a binary program, V-Fuzz uses the data preprocess module to
disassemble the binary to obtain the ACFG of each function,
which is the input of the vulnerability prediction model. Then,
the prediction model will give each binary program function
a VP. Based on the VP result, each basic block in the pro-
gram is given an SVS, which will be used later to evaluate
the executed test cases.

The fuzzing is a cyclic process. Like most mutation-based
evolutionary fuzzers, V-Fuzz maintains a seed pool, which is
used to save high-quality inputs as seeds. V-Fuzz starts to
execute the binary program with some initial inputs that are
provided by users. Meanwhile, it uses dynamic binary instru-
mentation (DBI) to track the execution information of the
program such as basic block coverage. Based on SVS and the
execution information, V-Fuzz will calculate a fitness score for
each executed testcase (i.e., inputs). The testcases with high
fitness scores are considered as high-quality inputs and will be
sent to the seed pool. In addition, the executed testcases which
trigger crashes will also be sent to the seed pool, regardless of
their fitness scores. The detailed method for calculating fitness

score is presented in Section IV-B. Next, V-Fuzz generates the
next-generation testcases by mutating the seeds in the seed
pool. In this way, V-Fuzz continues to execute the program
with newly generated inputs until the end conditions are met.
Below, we elaborate on the workflow of vulnerability-oriented
fuzzing.

A. Static Vulnerable Score

Based on the VP result, V-Fuzz gives each basic block an
SVS. For a function f , we assume its VP is pv, and it has ι

basic blocks f = b1, b2, . . . , bι. For bi ∈ f , bi’s SVS, denoted
by SVS(bi), can be calculated by the following equation:

SVS(bi) = κ ∗ pv + ω (5)

where κ and ω are constant parameters that should be obtained
from fuzzing experiments. Hence, the basic blocks that belong
to the same function have the same SVS values. For parameter
κ , we conduct the fuzzing experiments on 64 Linux programs
(e.g., some programs in binutils), and 20 of them have crashes.
Then, we test these 20 programs individually with the value
of κ ∈ [10, 100], and we observe that when κ ∈ [15, 25],
the fuzzer performs better on most of the target programs.
Therefore, we set κ = 20 as the default value. For parameter
ω, it is used to avoid SVS = 0 when functions have very low
vulnerable probabilities. As if SVS(bi) = 0, it represents that
bi has no meaning for fuzzing and becomes trivial, which is
against our design principle of V-Fuzz. Therefore, we set the
value of ω = 0.1, which is small and can make SVS > 0 all
the time.

Based on the approach of calculating SVS, V-Fuzz assigns
more weight to the basic blocks that are more likely to be
vulnerable, which will further assist the fuzzer in generating
inputs that are more likely to cover these basic blocks.

B. Seed Selection Strategy

Algorithm 1 shows the seed selection strategy of V-Fuzz.
Specifically, V-Fuzz leverages an evolutionary algorithm to
select seeds that are more likely to arrive at the vulnerable
components.

After giving every basic block an SVS, V-Fuzz enters the
fuzzing loop. During each loop, V-Fuzz monitors the program
to check if it has exceptions such as crashes. If the input causes
a crash, then the input is added to the seed pool. Once an
execution has completed, V-Fuzz records the execution path
for the input. The fitness score of the input is the sum of
the SVS values of the basic blocks that are on the execution
path. Fig. 5 shows an example for fitness score calculation.
We assume there are two inputs i1 and i2 in this generation.
The execution paths of the two inputs are path1 and path2,
respectively. Suppose path1 is b1 → b2 → b4, and path2 is
b1 → b3 → b6 → b8. The fitness score of inputs i1 and i2
are f1 and f2, respectively. Then, f1 = 2 + 5 + 8 = 15 and
f2 = 2 + 1 + 1 + 2 = 6. As f1 is larger than f2, the input
i1 will be selected as a seed. It should be noted that in our
implementation, if any input causes a crash, no matter how
low the fitness score it has, it will be sent to the seed pool.
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Algorithm 1 Seed Selection Algorithm
Require: Binary Program: p; The set of all basic blocks of p: B; The set of

initial inputs: I; The set of seed pool: S; The set of testcases: T;
T = I
while In the fuzzing loop do

for t in T do
Path, Ret = EXE(p, t)
fitness(t) = ∑

b∈Path(SVS(b))

if Ret(t) ∈ CRASH then
S.add(t)

end if
end for
Q = SelectKfitness(T)

S.add(Q)

T = Mutate(S)

end while

Fig. 5. Example for fitness score calculation.

In this way, V-Fuzz not only utilizes the information of the
vulnerability prediction model but also considers the actual sit-
uation. Therefore, V-Fuzz can mitigate the potential weakness
of the vulnerability prediction model.

C. Mutation Strategy

V-Fuzz is a mutation-based evolutionary fuzzing system,
which generates new inputs by mutating the seeds. Like
most of the mutation-based fuzzers, the mutation operations
are byte flips, inserting “interesting” bytes, changing some
bytes, selecting some bytes from several seeds, splicing them
together, and so on.

The design of the mutation strategy is very important, as an
appropriate strategy can help the fuzzer generate good inputs
which can find new paths or crashes. For example, Fig. 6
gives the CFG of a simple program. Assume that there is a
seed string s1 = “abx,” which can cover the basic blocks b1
and b2. Another seed string s2 = “qwerty” covers the basic
blocks b1 and b3 . It is obvious that the new inputs mutated
from s1 are more likely to cover other new basic blocks than
those mutated from s2.

It is worth noting that if we want to obtain “ab*” by mutat-
ing “abx,” the mutation must be slight, which only changes a
small part of the original seed. However, if the fuzzer has spent
too much time doing the slight mutation operations, while
making no progress, the fuzzer should change its mutation
strategy and pay more attention to other paths. In this example,
if the fuzzer obtains “stuck” for a long time by performing the

Fig. 6. Simple CFG.

slight mutation on “abx,” it would be better to choose heavy
mutation that changes more about the original seed, which may
help the fuzzer find the basic block b3. Therefore, the fuzzer
should dynamically adjust its mutation strategy according to
the actual fuzzing states.

We classify the mutation strategies into slight mutation and
heavy mutation. In order to help the fuzzer determine the
selection of the mutation strategy, we define the crash win-
dow (CW), which is a threshold to determine the selection of
mutation strategy. Consequently, we assume that the number
of generations whose inputs have not found any new path or
crash is denoted by ζ . If ζ > CW, the fuzzer should select
a heavy mutation strategy. Furthermore, we propose the CW
jump algorithm to adjust the value of CW optimally.

The main idea of the CW jump algorithm is as follows. First,
we assume that the initial value of CW is ini_cw, its maxi-
mum value is max_cw, and its minimum value is min_cw.
The value of CW starts from ini_cw, and the fuzzer selects
slight mutation as its initial mutation strategy. During the
fuzzing process, if ζ > CW, the fuzzer will change its muta-
tion strategy to heavy mutation, and will double the value of
CW. Once an input finds a new path or a crash, then we set
ζ = 0 and the new value of CW as twice of its former value.
Algorithm 2 shows the pseudocode of the CW jump algorithm.
In our implementation, we set ini_cw as 4, max_cw as 16,
and min_cw as 2. Note that these parameters can be changed
according to different target programs.

V. IMPLEMENTATION AND SETTINGS

A. Vulnerability Prediction

The vulnerability prediction module consists of two main
components: 1) the ACFG extractor and 2) the vulnerability
prediction model. For the ACFG extractor, we implement it by
writing a plug-in on the famous disassembly tool IDA Pro [36].
For the vulnerability prediction model, we implement it based
on PyTorch [37], which is a popular deep learning framework.
We train the vulnerability prediction model on a server which
is equipped with two Intel Xeon E5-2640v4 CPUs (40 cores
in total) running at 2.40 GHz, 4 TB HDD, 64-GB memory,
and one GeForce GTX 1080 TI GPU card.

B. Vulnerability-Oriented Fuzzing

For vulnerability-oriented fuzzing, we implement the fuzzer
based on VUzzer [15], a state-of-the-art binary-oriented evo-
lutionary fuzzer. We conduct each fuzzing experiment on a
virtual machine with Ubuntu 14.04 LTS. The virtual machine
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Algorithm 2 CW Jump Algorithm
Require: Binary Program: p; The initial crash window: ini_cw; Max Crash

Window: max_cw; Min Crash Window: min_cw; The current Crash
Window: CW; The set of seed pool: S; The set of testcases: T; The mutation
strategy: MS; no_crash = True; no_new_bb = True;
CW = ini_cw
T = I
ζ = 0
MS = slight_mutate
while In the fuzzing loop do

for t in T do
EXE(p, t)
if find crash then

no_crash = False
end if
if find new basic block then

no_new_bb = False
end if

end for
if no_crash == True&&no_new_bb == True then

ζ + +
if ζ > CW then

MS = heavy_mutate
if CW >= min_cw × 2 then

CW = CW/2
end if

end if
else

ζ = 0
MS = slight_mutate
if CW <= max_cw/2 then

CW = CW × 2
end if

end if
S = select_good_seed(T)

T = MS(S)

end while

is configured with 32-b single-core 4.2-GHz Intel CPU and
4-GB RAM.

VI. EVALUATION

In this section, we evaluate the performance of V-Fuzz.
Since V-Fuzz consists of two components, we will present the
evaluation results in two parts: 1) the vulnerability prediction
and 2) the vulnerability-oriented fuzzing.

A. Vulnerability Prediction Evaluation

1) Data Selection: We use two datasets for training and
testing the vulnerability prediction model. The first dataset is
from Juliet Test Suite v1.3 [38], which is published by the
National Institute of Standards and Technology (NIST). We
use this dataset as it has been widely used in many vulner-
ability related work [39], [28]. This dataset is a collection
of C/C++ language programs and each function is labeled
with “good” or “bad.” The “good” or “bad” represents “vul-
nerable” or “secure,” respectively. Each “bad” example has
a common weakness enumeration identifier (CWE ID). Juliet
Test Suite v1.3 has examples of 118 different CWEs in total.
As fuzzing is suitable for discovering bugs related to memory,
we select some CWE samples which are related to memory
errors from Juliet Test Suite v1.3, which are shown in Table III.
The second dataset is from some real-world programs such
as mpg123, which contains some CVEs. For the real-world

TABLE III
CWE TYPES OF JULIET TEST SUITE DATASET

TABLE IV
DATASETS

program dataset, we label it manually according to its corre-
sponding CVE information. As our model is trained and tested
with binary programs, we implement the labeling process by
writing an IDA Pro plugin in Python. Table IV presents the
information of the two datasets for training and testing the
model.

2) Pre-Experiments: First, we conduct some pretraining
experiments to determine the default parameters of the model.
We use dataset of Juliet Test Suite to conduct the pretraining
experiments. We use the Adam optimization algorithm [40]
and set the learning rate equal to 0.0001. Based on the results
of the pretraining experiments, we set the depth of the network
as 5, the embedding size as 256, and the number of iterations
as 3. We take the above setting as the default of our model. It
needs to be emphasized that the parameters of the model may
have to be adjusted according to different application scenarios
and datasets.

3) Evaluation Metrics: We evaluate the performance of the
vulnerability prediction model from the following metrics: top-
K accuracy, loss, ACFG extraction time, and training time.

Top-K Accuracy: As our model is not a binary classifica-
tion model, we cannot calculate accuracy in a traditional way.
Therefore, we define top-K accuracy to evaluate the accuracy
of the model. Suppose the number of testing samples is L̂.
For all testing samples, we sort their vulnerable probabilities
in descending order and we select the top-K testing samples.
Assuming among the top-K samples, the number of samples
labeled as “vulnerable” is v̂. The top-K accuracy equals to
v̂/K. Figs. 7(a) and 8(a) present top-k accuracy when setting
the threshold K to different values (in range [200, 1000]) for
the Juliet Test Suite dataset and the real-world program dataset,
from which we can observe that the accuracy of the model is
high (greater than 80%).
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Fig. 7. Performance of the model on Juliet Test Suite dataset. (a) Top-K
accuracy. (b) Loss.

Fig. 8. Performance of the model on the real-world program dataset.
(a) Top-K accuracy. (b) Loss.

Loss: We calculate loss of the model with cross-entropy
loss function. Fig. 7(b) and 8(b) present loss curves for the
two datasets. We can observe that loss drops to a low value
soon and becomes stable, which means the model converges
quickly. For the Juliet Test Suite dataset, the model can con-
verge within ten epochs. For the real-world program dataset,
the model can converge within 20 epochs.

ACFG Extraction Time: In order to test the time spent on
extracting ACFG, we collect a lot of binary programs and test
the extraction time of them. Fig. 9 shows the ACFG extrac-
tion time with different number of functions and file sizes.
Moreover, we test the debugging binaries and the released
binaries, respectively. From these figures, we have the follow-
ing observations: 1) the extraction time has a positive linear
correlation with the number of functions and file size and
2) the extraction time is pretty short. For most of the debug-
ging binaries, the extraction time is within 2.5 s. For most of
the released binaries, the extraction time is within 100 s. Thus,
we can extract the ACFG of a binary program efficiently.

Training Time: Fig. 10 shows the training time with different
parameters. For this model, the parameters which affect the
training time more are depth and embedding size. From this
figure, we can observe that the training time has a positive
correlation with both the depth and the embedding size. As
the model can converge within 20 epochs, we only need about
200 min to train a valid vulnerability prediction model, which
is significantly efficient. In addition, as the model is trained
offline, it does not affect the time overhead of fuzzing.

From the above results, we can see that this model is capable
of vulnerable function prediction.

Fig. 9. ACFG extraction time.

Fig. 10. Training time with different model parameters: depth n and
embedding size d.

B. Evaluation of Fuzzing

In this section, we evaluate the performance of V-Fuzz
in fuzzing. Toward this, we conduct a number of fuzzing
experiments on 13 different applications as shown in Table V.
The reasons for selecting these applications are as fol-
lows. First, these applications are widely used for eval-
uating the performance of fuzzers [7], [8], [15]. Second,
these applications have various types, such as the audio
processing software (e.g., MP3Gain), pdf transformation
tools (e.g., pdftotext), and XPS document library (e.g.,
libgxps). We compare V-Fuzz with several prominent
fuzzers: VUzzer [15], AFL [6], and AFLFast [11]. VUzzer
is a state-of-the-art binary-oriented fuzzer. AFL and AFLFast
are popular gray-box fuzzers that need the source code of a
target program.1 It should be emphasized that all of the fuzzing
experiments are conducted based on the following principles:
1) all the running environments are the same, the details are in
Section V-B; 2) all the initial inputs for fuzzing are the same;
and 3) the running time of all the fuzzing evaluations is the

1Although AFL /AFLFast can be combined with QEMU to support fuzzing
binary programs, the common usage of AFL/AFLFast utilizes the compile-
time instrumentation which needs the source code of a target program. In our
evaluation, we followed the common usage of AFL/AFLFast.
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TABLE V
NUMBER OF UNIQUE CRASHES FOUND IN 24 HOURS

same (24 h). Therefore, all of the fuzzing experiments are fair
and convincing.

There are two main aspects to evaluate a fuzzer’s capability
of finding bugs: 1) unique crashes and 2) identified vulnera-
bilities. We will demonstrate the performance of V-Fuzz from
the two aspects.

1) Unique Crashes: The capability of finding unique
crashes is an important factor to evaluate a fuzzer’s
performance. Although a unique crash is not necessarily a
vulnerability, in most cases, if a fuzzer can find more crashes,
it can find more vulnerabilities. Thus, we will demonstrate
V-Fuzz’s performance in finding unique crashes by answering
the following question.

Whether V-Fuzz Can Find More Unique Crashes in Limited
Time? In detail, Table V presents the information of the target
programs and the number of unique crashes found in 24 h.
From Table V, we have the following observations: 1) for all
the 13 programs, V-Fuzz finds the most unique crashes (the
average number of unique crashes for one program is 1114)
and is much better than the other three fuzzers; 2) compared
with VUzzer, the average number of unique crashes found
by V-Fuzz is improved by 35.8%. In addition, for the pro-
gram cflow, VUzzer does not find any crash while V-Fuzz
finds one crash; 3) compared with AFL, there are five pro-
grams (uniq, base64, who, pdf2svg, and cflow), on
which AFL has not found any crash while V-Fuzz had a
good performance; and 4) compared with AFLFast, there are
also five programs (uniq, base64, who, pdffonts, and
cflow), on which AFLFast does not find any crash while
V-Fuzz does find.

Moreover, in order to reduce the impact of randomness, we
conduct fuzzing experiments for multiple runs (three times)
on two programs (tiff2pdf and tiffsplit). The results
are presented in Fig. 11. From these figures, we can observe
that V-Fuzz outperforms VUzzer in the three times runs. For
the program tiff2pdf, V-Fuzz finds 10, 4, and 2 unique
crashes in three times runs while VUzzer finds 6, 1, and 1
unique crashes. For the program tiffsplit, V-Fuzz finds
at least six unique crashes in three times runs while VUzzer

Fig. 11. Number of unique crashes for multiple runs.

TABLE VI
NUMBER OF BUGS FOUND ON LAVA-M

finds no more than two unique crashes on fuzzing program
tiffsplit within 24 h.

2) Vulnerability Discovery: In this part, we show V-Fuzz’s
capability of discovering vulnerabilities. During the fuzzing
process of V-Fuzz, we collect the inputs which cause crashes.
For the three programs of LAVA-M, we run the programs again
with the crash inputs and verify the bugs they found. Table VI
shows the number of bugs found by V-Fuzz and VUzzer. Each
injected bug in LAVA-M has a unique ID, and the correspond-
ing ID is printed when the bug is triggered. There are two
kinds of bugs in LAVA-M: 1) listed and 2) unlisted. The listed
bugs are those that the LAVA-M authors were able to trigger
when creating the LAVA-M programs, and the unlisted bugs
are those that the LAVA-M authors were not able to trigger.
From Table VI, we can observe that V-Fuzz can trigger more
bugs than VUzzer. In addition, V-Fuzz is able to trigger several
unlisted bugs and exhibits a better performance than VUzzer
in this case too.

For the real-world Linux applications, in order to verify
the vulnerabilities found by V-Fuzz, we recompile the tar-
get programs with AddressSanitizer [42], which is a memory
error detector for C/C++ programs. Then, we execute these
programs with the collected crash inputs. AddressSanitizer
can give detailed information of the vulnerabilities. Based on
the information from AddressSanitizer, we search the related
information on the official CVE website [43] and validate the
vulnerabilities we find. Table VII shows the detailed CVE
information that we find. We have found ten CVEs in total,
which three of them (CVE-2018-10767, CVE-2018-10733,
and CVE-2018-10768) are newly found by us. Moreover,
most of the tested applications are shown to have CVEs.
The crash inputs which are found when fuzzing the pro-
grams of xpdf-2.0 can also trigger the vulnerability of
xpdf-3.01. Finally, most of the CVEs are buffer-related
errors, which is reasonable as fuzzing is good at finding this
type of vulnerabilities.
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TABLE VII
CVES FOUND BY V-FUZZ

TABLE VIII
TOP-3 VULNERABLE PROBABILITIES

VII. FURTHER ANALYSIS

Assistance of Vulnerability Prediction: Here, we give a
case study to show whether vulnerability prediction can help
improve fuzzing performance. We demonstrate the effective-
ness of vulnerability prediction by answering the following
two questions: 1) does the binary functions with known CVEs
receive higher VP? and 2) can V-Fuzz generate inputs that
can trigger the corresponding CVE? To answer these ques-
tions, we conduct a case study on the software mpg321.
As for the CVE-2017-11552, the “vulnerable” function is
mad_decoder_run of the file “mpg321.c”. For this func-
tion, our model gives it a VP of 0.78, which is the third
highest VP presented in Table VIII. In addition, as we show
in Table VII, V-Fuzz successfully generates testcases that can
trigger this vulnerability. Therefore, the functions with CVEs
actually receive higher vulnerability scores and V-Fuzz can
successfully generate inputs that can trigger the CVE.

VIII. MORE RELATED WORK AND DISCUSSION

More Related Work: In addition to the related work dis-
cussed before, we give more related work in this section.
In order to reduce the blindness of fuzzing and improve its
efficiency, there are many related works that utilize various
techniques to assist fuzzing. One is using symbolic execu-
tion to assist fuzzing. Driller [5] combines AFL with concolic
execution to generate inputs that can trigger deeper bugs.
TaintScope [44] is a fuzzing system that uses dynamic taint
analysis and symbolic execution to test ×86 binary programs.
However, as symbolic execution still has several problems
such as path explosion, it may not perform well on fuzzing
the large real-world programs. Second is using program anal-
ysis to assist fuzzing. Dowser [45] is a guided fuzzer that
combines taint tracking, program analysis, and symbolic exe-
cution to detect buffer overflow and underflow vulnerabilities.
Compared with Dowser, V-Fuzz is designed to find more
types of vulnerabilities. VUzzer [15] utilizes control-flow and
data-flow analysis to detect bugs that lie in deeper paths.

VUzzer assigns more weights to deeper code components.
Different from VUzzer, V-Fuzz assigns more weights to code
components that are more likely to be vulnerable.

Limitations of V-Fuzz and Future Work: Here, we give a
discussion on the limitations of V-Fuzz and what we can do
to improve it in our future work. V-Fuzz is a fuzzing frame-
work that combines fuzzing with vulnerability prediction. For
vulnerability prediction, we design and implement a model
based on a graph embedding network. The model has the
following limitations. First, the model is only trained with lim-
ited data in this article. Additionally, we believe the model’s
performance can be improved when we train it with more
high-quality industrial datasets. Second, the model focuses
on predicting the VP for binary and the prediction granular-
ity is a function. It is interesting to develop further models
that are applicable for other application scenarios, such as for
source code and other finer granularity (basic block or lines
of code). Third, since V-Fuzz provides a feasible framework
for assisting fuzzers with vulnerability prediction, in the future,
V-Fuzz can be extended to incorporate with more vulnerability
prediction models/tools and other fuzzers.

IX. CONCLUSION

In this article, we designed and implemented V-Fuzz,
a vulnerability-oriented evolutionary fuzzing framework for
binary programs. By combining the vulnerability prediction
with evolutionary fuzzing, V-Fuzz can generate inputs that
tend to arrive at the potential vulnerable regions. We eval-
uated V-Fuzz on popular benchmark programs (e.g., uniq)
of LAVA-M [17], and a variety of the real-world Linux
applications, including the audio processing software (e.g.,
MP3Gain), pdf transformation tools (e.g., pdftotext), and
xps documents library (e.g., libgxps). Compared with three
prominent fuzzers, the experimental results demonstrate that
V-Fuzz can find more vulnerabilities quickly. In addition,
V-Fuzz has discovered ten CVEs, and three of them are newly
discovered. In the future, we will study to take advantage of
more advanced program analysis techniques to assist fuzzers
in discovering vulnerabilities.
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